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Abstract: Data Mining techniques is one of the major research domain and in the recent past it is useful in extracting 

the implicit and very helpful/handy information to increase the knowledge of the human beings, as it increases the 

knowledge base of the system to some certain levels about the particular database system and its subsets which further 

increases the chances of the new inventions as the data analyser analyses the extracted information. Artificial 

Intelligence is one of the invented techniques by the studied of the data mining techniques. Data Mining extracts the 

implicit information from the database which analysed manually using statistical techniques of the mathematics. Due to 

the technology advancement, semi-automated data mining came into existence but it was not enough to support as the 

storage led to the analysis demands which leads to the failure of the semi-automated data mining. After sometimes, 

fully automated data mining were developed which supports the analysis demands by the users on the large storage of 
the data. In this paper, data mining and pattern recognition techniques/methods are shown here to search the lost living 

beings and non-living beings and also exploits the unseen and untold facts about the earth. The use of the GIS/RS 

technologies are used to show the definite and exact locations of the objects found in the unknown and non-visited 

areas. 
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INTRODUCTION 

In this paper we are discussing the data mining and the 

pattern recognition techniques for the benefits to the 

human beings and to the environment as well.  
 

1.The data mining techniques will be used with GIS that 

will lead in extracting unknown/covered vital contents of 

the earth(in the earth’s atmosphere and below the earth’s 

surface). 
 

The use of the Artificial Intelligence here is to create the 

automatic moving device(ROBOTS) with GPS(Global 

Positioning System) enabled which will be programmed to 

detect the objects and notify some different activities other 

than the usual in the earth. The ROBOT will be helpful in 

going through the atmosphere and below the surface of the 

earth where its difficult for the humans to reach at an 

instant and survive there for the longer period of the time.  
 

Since LIDAR can detect the atmosphere activities and also 

the beneath of the earth surface but still it is not very 

useful for the purpose below the earth surface. As LIDAR 

cannot detect the activities to the distant below the surface 
as it is limited in the ranging upto 

 

 
 

TABLE 1 will show how the data mining using GIS with 

GPS inbuilt device/s in the earth atmosphere and below  

 

 

the earth crust extracts the important implicit in formations 

which can be turn as the mystery solved because there are 

still believe that not all the truths and facts are known by 

the world of the Scientists. 
 

2. Use of the decision tree in the Pattern Recognition 

Techniques: 

As the pattern recognition techniques used for finding the 

lost living beings/non-living beings from the records, it 

will also discover the new people, new cultures and new 

cultivations which is not present in the records available 

and that leads to the discovery of the increase in the 
populations when it will be recorded and enable the 

scientists/researchers to know the exact human effects 

whether goods or bad on the earth.  
 

The decision tree will be used in the pattern recognition 
methods to categorised the unseen and unknown 

living/non-living beings in the predefined database. The 

decision tree analyses the data comes from the LIDAR/RS 

imagery and the insert it into the database system created. 

The decision tree can be shown as: 

 
Decision Tree 
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The GIS will help in telling the position of the lost objects 

and the decision tree will match that objects from the 

database and that makes this task easier and less time 

taken. 
 

The use of the GIS in this method can also be stated as that 

with the help of the GPS enabled device, the 

unseen/untold objects/resources of the earth from the 

earth’s itself. By telling the geographical 
information/position which makes easy for the scientists or 

the research teams to reach those places. 
 

The search method will become easy and can be done on 

time as the decision tree will be used for the sorting of the 

objects into the categories as shown in the figure to 

consume less time and costs indulged in the searching 

methods. This search methods using GIS and RS imagery 

will help the government/organisations to know that 

whether the rescue team is needed from the organisations 

or the research team/s should reach the place that is 

detected in the database system. When the objects found is 

a non-living objects and is found to be suitable for some 

research then the experts analysed it and decide which 
research team should be headed to the founded regions for 

the extraction of the data/informations. This will save the 

time in the decision making as the images from the RS 

imagery will make it clear that the from which research 

field objects is associated with. 
 

3.Use of the Biometric in Pattern Recognition Techniques: 

The Biometric facility in the pattern recognition method 

will be used to identify the human beings as the known 

and the unknown sources to the Government and the 

Organisations. The Biometric will identify the human 

beings on the basis of the fingerprints and the facial, way 

of walking, voice recognising/speech pattern recognition. 

When the person matches predefined criteria through the 

Biometric, it will be defined as the known source else it 

will declared that person as the Intruders/unknown source 
and that will be notifies to the Head of the Organisation.  
 

Thus use of Biometric in the pattern recognition method is 
very helpful as it provides the security and safety to the 

nation or organisation by verifying the person after 

validating the checks its needs to be done on the entrance 

of the organisation. This will lead to the unwanted 

entrance of the intruders and the unnecessary risk from 

them. 
 

The Table 2 will show how the Biometric verifies the 

Person by validating the checks. Let two persons p1 and 

p2 at the entrance of the organisation. 
 

TABLE 2 
 

Sr No. Checks P1 P2 

1 FINGERPRINTS YES NO 

2 FACIAL YES NO 

3 
VOICE/SPEECH 

PATTERN 
YES NO 

4 
WAY OF 

WALKING 
YES NO 

5 RETINA SCAN YES NO 
 

Since the p1 validates all the checks in the Biometric, it 

will be defined as the known source and will be provided 

the entrance in the organisation whereas the p2 will be 

arrested as it tries to enters the organisation with the non-

validations. It is necessary for any person to validates all 

the checks else not be allowed to enter. 
 

LIDAR: 

LIDAR can be defined as Light Detection And 

Ranging. Our approach is based on data mining principles 

to take advantage on intelligent techniques (attribute 

selection and C4.5 algorithm decision tree) to classify 

quickly and efficiently without the need for manipulating 

multie spectral images. 

 

DATA DESCRIPTION 

This study is based on LIDAR data provided by REDIAM 
(Consejeria de Medio Ambiente de la Junta de Andalucia, 

Red de Informacion Ambiental de Andalucia, n.d.) that 

belongs to the Regional Ministry of Andalusia. Data were 

acquire from coastal zones in the provinces of Huelva and 

C´adiz, as can be seen in Figure 1, between the 23th and 

25th of September in 2007 and it was operated at a flight 

altitude of 1200 m with low angles(< 11 grades) and with 

a point density of 2 returns/m2. The pulses were geo-

referenced and validated. The accuracy report indicates an 

accuracy of 0.5 m. in x-y position and an accuracy of 0.15 

m. In z position. In addition, the rest of variables in 

standard LAS were provided: intensity, angle,... Together 
with LIDAR data, aerial photography were collected in the 

same flight. The aerial photography was used to assist in 

the selection of training and test sets. 

 

The study zone locates in the south of the province of 

Huelva in the mouth of rivers Tinto and Odiel next to 

Atlantic Ocean(UTM30; 150960E 4124465N). Close to 

the city of Huelva, a mix of land covers can be found in 

which industrial zones, roads and railways, port facilities 

and natural zones stand out. Vegetation can be divided in 

three classes. One of them is the scarce trees of genus 
eucalyptus forming high vegetation class. Middle 

vegetation class is formed by different kinds of 

Mediterranean shrub that surround roads and urban zones 

mostly. Dry grass and bare Figure 1: Study site. It locates 

in Huelva city, between the mouths of the rivers Tinto and 

Odiel. Andalusia (Spain). earth is classified as low 

vegetation. In addition, the primitive land formed by 

marshlands near the river is another important class for 

land covers in this ecosystem. LIDAR data can mainly be 

exploded depending of three main features: density, 

intensity and height of the points. A brief study of the 

different answers by each type of land cover in every 
characteristic can be useful to figure out the main 

differences among every class. Water LIDAR does not 

usually reflect on water. That means plots classified as 

water will have low density. In addition, the few returns 

that reflect on water will have a low intensity because a 

great part of its energy is lost when it tries to go through 

the water surface. At last, height difference will not be 

very high because river usually have soft slopes near its 
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mouth. Marsh Marshlands are transition zones between  

watered terrain and vegetation and urban terrains. They are 

formed by low shrubs and grass. They are characterized by 

low heights and a medium/high distribution of intensities.  

 

Grass and bare earth They are interior zones with very 
scarce vegetation or very low vegetation which produces 

few returns. It has the biggest intensities because of its 

high reflectivity in comparison with the rest of the land 

covers. Its height distribution is low but higher than 

marshland’s. 

 

Middle vegetation It is formed by bushes with medium 

height and they are mainly located between roads, trees,... 

They have a medium level of double and triple returns for 

every pulse. Intensities are in a medium level depending if 

they beat trunk or leaves. Their heights are over 1 m. 

 

High vegetation High vegetation are mostly trees and big 

bushes with similar heights as trees. They have the biggest 

number of returns per pulse and their averaged height is 

high. 

 

Roads and railways This class is formed by the 

infrastructure made to transport people or materials. It is 

characterized by low heights and high intensities. In 

addition, most of pulses produce just one return because of 

the absence of obstacles. 

 
Urban zones The most complex class because of its 

variety. Intensities vary from minimum to maximum. The 

same can be applied for heights. This is possible because 

in this class we can find buildings, rubbish dumps, dock 

facilities and they are very different from each other. 

 

CONCLUSION 

The data mining and the pattern recognition 

techniques/methods with using GIS and Remote Sensing 

Imagery will help in the benefits of the humans and to the 

nature. It can also help a country in increasing the 
developments. The GIS/RS also helps in getting the data 

about the natural hazards like earthquakes/floods/cyclones 

which certainly saves the life of the people of the country 

living in there. The data mining and the pattern 

recognition method together used as the revolution in the 

today’s world about the researches in exploring and 

extracting the unseen/unknown objects from the earth’s 

atmosphere and beneath the crust. The pattern recognition 

with GIS helps in providing the securities and safety to the 

nation and the individual organisations. The future relies 

on this technique using GIS on the large impacts. 
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